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Abstract— Due to the continuous growth of web database, automatic identification of category for the newly published web 

documents is very important now-a-days. Accordingly, variety of algorithms has been developed in the literature for automatic 

categorization of web document to easy retrieval of web documents. In this paper, Document-Document similarity matrix and Naive-

Bayes classification is combined to do web information retrieval. At first, web documents are pre-processed to extract the features 

which are then utilized to find document-document similarity matrix where every element within matrix is similarity between two web 

documents using semantic entropy measure. Subsequently, D-D matrix is used to create a training table which contains the frequency 

of every attributes and its probability. In the testing phase, relevant category is found for the input web document using the trained 

classification model to obtain the relevant categorized documents from the database. The relevant category identified from the 

classifier model is used to retrieve the relevant categorized documents which are already stored in the web database semantically. The 

experimentation is performed using 100 web documents of two different categories and the evaluation is done using sensitivity, 

specificity and accuracy. 
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1. INTRODUCTION 

With the ever seen growth of web database, relevant information retrieval finds major difficulties in most of the time because of 

extensive availability information and lack of effective approaches. To retrieve the information effectively and efficiently, automatic 

categorizing of web document is important [1] for information retrieval system. We know that, information stored in the web database 

is growing continuously so when new information is published in web database, retrieving those information if it is most relevant 

category is also important for user [2-6]. In order to accomplish this task, automatic identification of category for a new web document 

is definitely needed in current days. With the aim of this, classification-based algorithms [11-13] are proposed in the literature for 

automatic categorization of web documents. For example, K-NN [7-10], naive bayes classifier and adboost algorithms are benchmark 

algorithm utilized by various researchers for classification. 

In this paper, web information retrieval for an input query document is done using document to document similarity matrix and naive 

bayes classifier. At first, input web document are converted to feature space using a set of pre-processing techniques. Then, D-D 

matrix is constructed using semantic entropy measure which considers multiple considerations mathematically. The similarity space is 

given to naive bayes classifier [15] to construct training table. Finally, relevant category of the input web documents is found out 

using testing phase of naive classifier. The relevant category can easily output the relevant web document as an output to the user. The 

paper is organized as follows: Section 2 presents K-NN classifier and section 3 presents the proposed algorithm for information 

retrieval. Section 4 presents the experimental result and finally, conclusion is given in section 4. 

2. K-NN CLASSIFICATION FOR WEB INFORMATION RETRIEVAL  

K-NN [7-10] is one of the standard algorithms for classification which is the process of identifying a relevant group or class for any 

input data. K-NN classification can be done using three important steps. In the first step, distance is found out for a query data with all 

of the training data available in the training database. In the second step, most similar k-number of data is identified through the 

minimum distance. Lastly, class label of the query data will be identified from k-number of similar data through majority voting. 

Drawbacks: When taking K-NN classification algorithm for web document categorization, two important challenges should be 

handled. The first challenge is how to identify the similarity among the documents with the inputting document. The second challenge 

is how to avoid the similarity matching with the entire training document because matching the similarity with the entire web database 
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is very tough. In order to solve these two challenges, semantic entropy measure (SE) is used instead of Euclidean distance and naive 

bayes classifier is used instead of K-NN classification.  

3. DOCUMENT-DOCUMENT SIMILARITY MATRIX AND NAIVE-BAYES CLASSIFICATION TO WEB 

INFORMATION RETRIEVAL 

This section presents the proposed web information retrieval algorithm using document-document similarity matrix and naïve-bayes 

classifier. The block diagram of the proposed method is given in figure 1. The method is explained using two different phases.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Block diagram of the proposed algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

Training 

 

Web pages 

Training Table 

Construction 

 

 

 

Preprocessing 

Tag 

Removal 
Image 

Removal 

StopWords 

Removal 
Storing 

 

 

 

 

 
 

Feature Matrix 

Frequency 

Computation 

Top –N-Words 

Extraction 

Document – 

Word Matrix 

 

 

Document to Document Matrix 

Similarity 

Finding 

D-D 

Matrix 

   

 

 

 

Testing 

Preprocessin

g 
 

Feature Matrix 
 

Document to 

Document Matrix 

 

Posterior 

probability   
 

Query Web 

Document  
 

   



International Journal of Engineering Research and General Science Volume 2, Issue 6, October-November, 2014                                                                                   
ISSN 2091-2730 

 

1060                                                                                                   www.ijergs.org  
 

In the first phase, web documents are pre-processed to extract the features which are then utilized to find document-document 

similarity matrix. The D-D matrix is used to create a training table which contains the frequency of every attributes and its probability. 

In the testing phase, a relevant category is found out using the classification model to obtain more relevant categorized documents 

from the web database. 

3.1  Preprocessing 
The input web database W which has m number of web documents is taken as input along with its relevant category. For every web 

document iD , pre-processing is applied to extract the relevant keywords. In order to find the relevant words from web document, all 

the html tags are identified and removed from the web document. Once we remove tags and images, stop words such as, ―can, could, 

is, was , may‖ are matched with pre-defined  set to obtain only meaningful words. After obtaining meaningful words, root form of all 

the keywords is obtained to make all the derived format of words into its original format. For every words identified, frequencies are 

computed within web document and top-N words chosen as vector to represent the web page document. 

3.2 Document-Document similarity matrix computation 
The document vector obtained from the previous step is then given to D-D matrix computation process. This matrix is generated by 

finding similarity among all the web documents. The document to document similarity matrix is indicated as D-D matrix which is in 

the size of mm * . Every element within matrix is similarity between two web document having top-N extracted keywords. The 

similarity is computed based on measure, called semantic entropy measure (SE) [14]. Let us consider that 1d and 2d are two 

documents. The document 1d have 1k number of keywords and document 2d have 2k number of keywords. The unique keywords ( m ) 

are taken and frequencies of the keywords are represented in a vector 
j

d1 . Similarity, frequencies of unique keywords belonging to 2d

are represented in a vector 
j

d2 . 
1Df is frequency of the keywords in 1D  , 2Df is the frequency of keywords in 2D , 

1Df  represents the 

frequency of keywords in the synonyms set, 
2Df is the frequency of keywords in the synonyms set. Here, synonyms set are 

computed by giving the keywords of document to the wordnet ontology. Based on this assumption, the proposed SE-measure is 

formulated as,  
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3.3 Naive-Bayes classification to web information retrieval 

D-D matrix obtained from the training web document is given for the training process to construct the training table. Training table is 

utilized to find the category of test web document. The relevant category identified from the classifier model is used to retrieve the 

relevant categorized documents already stored in the web database. Training: Let assume that D-D matrix of training data contains 
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‗m‘ number of attributes, d . Here, D-D matrix is segmented as different number of categories based on ground truth. After that, for 

every category of web documents, mean and variance is computed for every attributes. Assume that c  
 and 

2

c  be the mean and 

variance of the D-D matrix belonging to every attributes of class c. Subsequently, the probability of attributes given in a class for the 

D-D matrix, )( CDDdP   , can be calculated using Gaussian distribution formulae with mean c  and variance, 
2

c . That is, 
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Based on the above formulae, training table of size, mC *  is constructed. Every element in this matrix is computed by finding the 

probability value belongs to category label with respect to attribute.  

 

Testing: In the testing phase, input web document Tw
 
is taken and its ‗ m ‘ attribute value are found out by computing similarity 

between the training documents.  Once we find ‗ m ‘ attribute values, the category of test web document is calculated based on the 

objective, 
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Semantic Retrieval: The posterior probability of every class for the input web document is computed and the posterior probability 

which is greater in the corresponding category is given as final category. Based on the category found, the categorized documents 

stored in the database are given as final output to user. 

4. RESULTS AND DISCUSSION 

This section presents experimental results and discussion of the proposed D-D matrix-based naïve bayes classifier.  

4.1 Evaluation with sensitivity 

The proposed D-D matrix-based naïve bayes classifier algorithm is implemented with 100 web documents having two groups, one is 

related with sports articles and other one is related with politics‘ related articles. Every group contains 50 documents and it is given as 

input to the algorithm. For training, 80% of the documents from each group is taken for building the training table and remaining 20% 

of document from every group is used as testing dataset. The obtained classification results are evaluated with sensitivity.  

                                                                                
FN)TP/(TPy Sensitivit 

                                                                           (10) 

Where, TP  stands for True Positive, TN  stands for True Negative, FN  stands for False Negative and FP  stands for False 

Positive. 

 

The performance plot of the proposed D-D matrix-based naïve bayes classifier algorithm and D-D matrix-based k-NN algorithm is 

given in figure 2. From the figure, we can easily understand that the proposed algorithm providing good sensitivity. The proposed 

algorithm reached of about 85% sensitivity as compared with existing algorithm reaches the value of 82%. 
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Figure 2. Sensitivity plot in between the proposed and existing 

4.2 Evaluation with specificity 

The proposed D-D matrix-based naïve bayes classifier algorithm is implemented with 100 web documents and the obtained 

classification results are evaluated with specificity 

 

                                                                                 
FP)TN/(TNySpecificit 

                                                                         (11) 

Where, TP  stands for True Positive, TN  stands for True Negative, FN  stands for False Negative and FP  stands for False 

Positive. 

 

The performance plot of the proposed D-D matrix-based naïve bayes classifier algorithm and D-D matrix-based k-NN algorithm is 

given in figure 3. From the figure, we can easily understand that the proposed algorithm providing good specificity. The proposed 

algorithm reached of about 76% specificity as compared with existing algorithm reaches the value of 70%. 

 

Figure 3. Specificity plot in between the proposed and existing 
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4.3 Evaluation with accuracy 

The proposed D-D matrix-based naïve bayes classifier algorithm is implemented with 100 web documents having two groups, one is 

related with sports articles and other one is related with politics‘ related articles. The obtained classification results are evaluated with 

accuracy. 

                                                                
FP)FNTPTP)/(TNTNAccuracy  (

                                                         (12)
 

Where, TP  stands for True Positive, TN  stands for True Negative, FN  stands for False Negative and FP  stands for False 

Positive. 

 

The performance plot of the proposed D-D matrix-based naïve bayes classifier algorithm and D-D matrix-based k-NN algorithm is 

given in figure 4. From the figure, we can easily understand that the proposed algorithm providing good accuracy. The proposed 

algorithm reached of about 76% accuracy as compared with existing algorithm reaches the value of 73%. 

 

Figure 4. Accuracy plot in between the proposed and existing 

5. CONCLUSION 

In this paper, Document-Document similarity matrix and Naive-Bayes classification was combined to do web information retrieval. 

The semantic entropy measure was used to construct D-D matrix after performing pre-processing and feature construction. Then, 

Naive-Bayes classifier was utilized to find the relevant category and subsequently, the required information for the user. The proposed 

D-D matrix-based naïve bayes classifier algorithm was implemented with 100 web documents having two groups, sports articles and 

politics‘ related articles. The performance of the proposed algorithm was analyzed with sensitivity, specificity and accuracy. From the 

experimentation evaluation, the finding is that the proposed algorithm reached of about 85% sensitivity as compared with existing 

algorithm which reaches only the value of 82%. Also, the proposed algorithm reached of about 76% specificity and 76% accuracy as 

compared with existing algorithm.  
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